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Overview

Supplementary Figure 1 Behavioral results from additional psychophysical 
tests

Supplementary Figure 2 Percent signal change and composite data

Supplementary Figure 5 Simulation results – effects of signal to noise ratios 
and cue reliability

Supplementary Figure 6 Simulation results – effects of spatial organization

Supplementary Figure 3 Subjective assessment of eye vergence results

Supplementary Figure 4 Eye movement recordings

Supplementary Figure 7 Examining spatial organization for weighted voxels 
within the V3B/KO region of interest
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from the disparity-specified depth (e.g. 6 arcmin). (To appreciate this visually, 
compare the illustrations of the test stimuli in part A, in which disparity—blue curve—
specifies the same depth in the two cases, but the perceptual estimate—purple curve
—is greater for the congruent stimulus.) Thus when contrasting conflicting single cue 
stimuli against the congruent disparity and motion condition, depth for the congruent 
stimulus exceeds the value specified by the ‘single’ cue disparity stimulus. In addition 
to changing the P.S.E., the slopes of  the psychometric functions were steeper for 
congruent depth cues (F2,14 = 3.26, P = 0.035). This is shown by the between-
subjects mean slope bar graphs (error bars show  s.e.m.), and is expected on the 
basis that integration improves the reliability of depth estimates.

This influence on the P.S.E. and sensitivity was specific to congruent 
combinations of cues (compare orange and red bar graphs). Specifically, incongruent 
PSEs differed from congruent (P = 0.009) but not disparity alone (P = 0.401) 
conditions; and the slope of the psychometric function was lower for incongruent 
cues relative to congruent cues (P = 0.041), but no different compared to the 
disparity alone condition (P = 0.398).
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where  represents the difference between the mean response to the 

stimuli and response to fixation, and  the standard deviation 
across all stimulus conditions and fixation. The pattern of SNR does not correlate 
with classification accuracy.
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populations may slightly surpass the quadratic summation prediction in cases of  low 
noise. This is possibly due to partial correlations emerging between voxels when 
voxel responses are dominated by column responses (i.e. low  levels of  independent 
late noise); that is, the same voxel set is used for each condition and these voxels 
are assumed to contain columns selective for both cues, where cue maps have a 
correlated topography. In consequence, the summation test can establish a minimum 
bound for fusion, but does not preclude independent populations. For the remainder 
of the simulations we used a neural SNR of  1.8, and a voxel SNR of  0.90, giving an 
fSNR of 0.93 that matched empirical data.
(C) We tested how  classification accuracies changed when the disparity and motion 
cue reliabilities differed. We changed the standard deviation of column response to 
motion so that it was 1.0, 2.0, and 4.0 times larger than of  disparity, while the 
variance of  an integrated response was held constant. While this manipulation affects 
decoding performance considerably for the independent population model, 
performance of a fused mechanism is little affected. 
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(global x-axis). These manipulations are shown by schematics next to the axes; note 
the depth maps cycles are illustrated as not jittered for clarity of  presentation; 
however, the maps were jittered for the simulations. The results in each cell of the 
grid show  decoding performance for the congruent and incongruent conditions, and 
performance in the transfer test. It is readily appreciated that for both correlated and 
independent scenarios, independent populations do not give rise to reliable 
differences between congruent and incongruent cues, or produce reliable between-
cue transfer effects, unlike fused representations (Main Fig. 6). 

We varied the spatial scale of  the depth maps around the value of 3 mm 
generally used for the simulations. In particular, we considered a higher spatial 
frequency (1.5 mm, approximately equivalent to disparity maps in the macaque) and 
two lower spatial frequencies (6, 12 mm). As the scale of the maps increases, voxels 
obtain a more homogenous sample of columnar selectivities. However, even with 
very large-scale representations (i.e. 12 mm maps that would take up about half  the 
ROI; mean maximum diameter of V3B/KO in six participants is 27.3  2.3 mm), we 
do not observe reliable congruent vs. incongruent differences or transfer. We also 
changed the width of the maps of cue selectivity from the default value of  0.825 mm 
(a conservative estimate based on data for ocular dominance and orientation in V1 
Yacoub et al, 2008; Kriegeskorte et al, 2010) to higher scale representations (0.345, 
0.075 mm). As cue selectivity scale decreases, a voxel’s sample of  columnar 
responses becomes more similar. Even with unrealistically high interdigitation of 
individual cues, independent populations do not give rise to patterns of performance 
associated with fusion. 
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